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in Radial Mid-Air Menu Interaction in Augmented Reality
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ABSTRACT

A major challenge in augmented reality applications is the occlusion
of virtual objects by physical, real-world objects. Occlusion, however,
is a major cue for perceiving the correct depth of objects and whether
those are colliding or not. Obtaining an accurate depth perception
is especially important for mid-air interactions since misperception
can result in low usability. To investigate the effect of hand occlusion
in radial mid-air menu interaction, we implemented a model-based
method for hand occlusion and conducted a user study (N =30) where
basic mid-air interactions had to be performed with and without occlu-
sion. Further, we were interested in investigating whether the effect
of occlusion additionally depends on the interaction method used
for the radial mid-air menu interaction, namely pinching or tapping.
Contrary to our expectations, our results indicate both positive and
negative effects occlusion for the interaction methods on usability.
We identify and discuss possible side effects that could have led to
these unexpected results.

Index Terms: Human-centered computing—HCI—Interaction
paradigms—Mixed / augmented reality; Human-centered
computing—HCI—Empirical studies in HCI;

1 INTRODUCTION

In augmented reality applications, accurate depth perception of real
and virtual objects is essential for user interaction. Howard et al. [24]
identified ten depth cues that lead to a correct depth estimation, which
should ideally be simulated in AR for realistic depth perception. Some
cues, like linear perspective and motion parallax, are typically gen-
erated by 3D engines in AR and virtual reality. However, the cues
binocular convergence, accommodative focus, and occlusion are of-
ten neglected by Current AR systems due to technical limitations [40].
Recent research investigates solutions for these issues using new
display technologies [9,25] and techniques to implement occlusion
[22,37,43,20]. Occlusion is particularly significant for depth percep-
tion and user interaction, as it provides high-depth contrast regardless
of distance by being an ordinal cue [14]. Thus, we assume that occlu-
sion could significantly influence the usability of interaction methods
that rely on correct depth perception. Therefore, we want to investi-
gate the following research question: Does hand occlusion improve
interaction performance for standard interaction methodsin AR?

The interaction with mid-air menus, common in AR applications,
is a use case that could benefit from occlusion. Mid-air menus are not
only common for system control but also in the rising field of AR-IDEs
for AR-assisted programming and debugging. These IDEs require a
precise hand interaction to interact with the menus and with the source
code itself for navigation [30,31]. A low precision for these menus
results in low usability and, thus, can lead to frustration. Hence, we
choose mid-air menu interaction to explore the research question. Key
interaction methods for mid-air menus include tapping and pinching
[35,34]. Tapping involves touching an object with a fingertip, often
used in 2D interactions [11], while pinching, akin to a grabbing
gesture, is common in 3D contexts [34]. As we can not exclude a
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potential interaction effect from the chosen interaction method on the
impact of occlusion, we test both in separate conditions within an AR
menu interaction tasks, each with and without hand occlusion.

2 RELATED WORK
2.1 Implementation of Occlusion in AR

As previously stated, occlusion is a crucial depth cue in AR, with
distinct methods to handle virtual and real object interactions [14].
While the occlusion within real or within virtual objects is trivial,
combining both types, like a real object occluding a virtual object,
is more complex [40]. Rendering virtual objects over real ones is
straightforward, but optical see-through (OST) devices, like the
Hololens 2, can not render virtual objects opaque enough to fully
occlude the real object. Video see-through (VST) devices offer an
alternative by rendering the real environment on a display, allowing
full occlusion by virtual objects [40], but suffer from hardware
limitations like high latency and low resolution. Hebborn et al. [22]
outline three main methods for virtual object occlusion in AR for
OST devices: model-based, object-based, and depth-based.

In the model-based method, a virtual copy of the real object is
created for occlusion, requiring an accurate 3D model and pose
estimation. The object-based approach uses the object’s contour for
occlusion, avoiding the need for a full 3D model but still requiring
precise contour identification and pose estimation. Depth-based
occlusion relies on depth maps from the environment, obtained via
depth sensors [16,32] or stereo vision [41], comparing these maps
with virtual object depth for rendering decisions. This method does
not need a 3D model or contour but requires additional device power
and sensors to create these depth maps.

2.2 Hand interaction with occlusion

Recent advancements include integrating occlusion as a depth cue
in AR for hand interaction, as demonstrated by Kim et al. [28],
who developed a hybrid touch and hand gesture technique for
handheld devices. In other AR implementations, like tabletop AR,
virtual objects are positioned behind the user’s body, avoiding direct
occlusion. CAVE systems, though not typically classified as AR,
face similar occlusion challenges, particularly with virtual objects
needing to occlude physical hands [13]. These systems generally
do not support occlusion of the real environment by virtual objects,
unlike Head-Mounted Display (HMD) systems. As a result, in CAVE
environments, interactions like the raycasting approach used by Geb-
hardt et al. [21] in pie menu navigation avoid direct hand interaction
by maintaining a distance between menus and the user’s hands.

Feng et al. [19] applied a model-based method for hand occlusion
in AR, tracking the user’s hands and overlaying a realistic hand
model. When the user is grabbing a real tracked object that is
substituted with a virtual object, e.g., changing the brand of a soda
can, the virtual object would normally occlude the user’s real hand.
Their qualitative evaluation indicated that their approach enhances
usefulness and usability compared to no occlusion.

Recently, Tang et al. [42] proposed a solution to occlusion in AR
systems in their GrabAR prototype. In contrast to the work of Feng et
al. [19], they did not replace real objects with virtual ones but placed
virtual objects in the user’s hand with occlusion. The user could
then interact by using an object-based method. Their evaluation
confirmed that the occlusion of the hand led to higher efficiency



and usability and resulted in significantly better results than other
common techniques in generating correct occlusions.

2.3 Interaction methods: Tapping and Pinching

Feld & Weyers [18] implemented a 3D mid-air radial menu using
a pinching method. In this menu, the user has to grab a floating orb
with two fingers, drag it over a menu item, and then release the orb
to select the corresponding item. While this mid-air radial menu is
not at the center of their evaluation, the authors stated to us that their
observations and the comments from the participants centered on
two main aspects: First, many participants had difficulties estimating
the correct depth of the mid-air radial menu and, therefore, often
grabbed either in front of the orb or behind it. Second, they suggested
changing the pinching method to a tapping method. These results
both indicate that occlusion could improve usability and provide a
promising menu design for both the fapping and the pinching method.

The pinching method, also known as “air-tap and hold” [12], is
widely used for 3D manipulation in Hololens 2 applications [34]. The
evaluation of the AR urban planner prototype by Buchmann et al. [8]
highlights the intuitiveness of pinching for interaction. Buchmann
et al. [8], the documentation of the Hololens 2 [34], and the Mixed
Reality Toolkit (MRTK) [35] describe pinching as being a grabbing
gesture, especially for small objects. According to Bowman [3],
grabbing is a natural and intuitive interaction in 3D environments,
often the first instinct for new AR users when interacting with
virtual content. Therefore, several implementations even try to
utilize grabbing for distant objects [4,47]. The exploratory study by
Piumsomboon et al. [39] about user-defined AR gestures indicates the
popularity of pinching for 3D manipulation tasks. Moreover, when
pinching is used for selection and dragging, like in the previous work
by Feld & Weyers [18], it classifies as a “crossing-based interaction”,
possibly enhancing user experience in menu interactions [45].

In contrast to this physical-based method, tapping is a widespread
interaction method for 2D virtual content [11]. We define tapping
as touching an object with the fingertip, which also is called
touching [28,10,7] or tipping [29,33] in related work. This work uses
tapping as a generic term for tapping, tipping, and touching. However,
the tapping method is challenging in mid-air when tapping on virtual
objects, as Chan et al. [10] showed in their work about implementing
the rapping method for intangible displays. They described the
same difficulties with the depth estimation as Feld & Weyers [18]
experienced in their work but with the tapping method. To enhance
the depth estimation, they implemented hand shadows and audio cues
and found a significant improvement in the user’s performance. While
tapping is the standard interaction method in the MRTK by Microsoft
for 2D surface interaction, it uses a proximity light [35] and a fingertip
visualization [17] to enhance the depth perception for their mid-air
menus. Bruder et al. [7] further observed reduced performance
in mid-air touching on stereoscopic tabletop surfaces due to the
vergence-accommodation conflict, blurring either the virtual object
or the user’s finger. Zielasko et al. [46] investigated the effect of
passive haptics for both desk-aligned and mid-air menus using the
tapping method. However, they found no significant effects of either
passive haptics or menu alignment on performance and usability.

3 HYPOTHESES

Based on the related work, we formulate three hypotheses about the
possible effects of the investigated factors hand occlusion and interac-
tion methods. Given pinching’s relation to grabbing, it may be more
intuitive to interact with 3D floating content and fapping with 2D
surface-bound content. Thus, pinching could further benefit from
introducing occlusion as it is performed in 3D and needs proper depth
perception. Tapping is an inherently 2D interaction concept and, thus,
may require less exact depth estimation. This could alter the effect
of occlusion on usability depending on the interaction method used.
Therefore, we expect an interaction effect between occlusion and the
interaction method regarding usability, resulting in our first hypothe-
sis: (H1) There is an interaction effect between the factors interac-
tion method (pinch, tap) and hand occlusion (on, off). However, be-
cause occlusion provides an additional depth cue for both interaction
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methods, we expect the interaction effect of our first hypothesis to be a
non-cross-over interaction effect and a positive effect of occlusion re-
garding usability for both interaction methods: (H2) Occlusion leads
to higher usability for both interaction methods, which splits into:
(H2.1) Occlusion leads to higher usability for pinching and (H2.2)
Occlusion leads to higher usability for tapping. Lastly, we assume
pinching to be more intuitive in the context of 3D mid-air menu interac-
tion, suggesting higher usability irrespective of occlusion: (H3) The
pinching method has higher usability than the fapping method.

To investigate the hypotheses formulated in the previous Section,
we first describe the implementation of our hand occlusion solution
and a mid-air radial menu, which can be used with both interaction
methods. We then used these implementations in the evaluation; see
Section 5.

4
4.1

In this work, we implemented a model-based method to create an
artificial occlusion using a generated model of the users’ hands, as
explained in Section 2.1. This dynamic hand model is generated
and provided by the MRTK during runtime via the hand-tracking
capabilities of the Hololens 2. Figure ?? shows this implementation
of the hand occlusion. By changing the model’s color and shading
to a solid black, the hand model gets rendered transparent for the
user, as stated in the official documentation of the Hololens 2 [44]. In
this case, if the hand model is occluding a virtual object in the scene,
the occluded parts of the object are not being rendered, resulting in
a perceived occlusion by the users’ real hands. The major downside
of this approach is the latency included in the rendering by the
hand tracking, which is perceivable as slight asynchronicity of the
occlusion with the user’s hand movement. A camera-based video
analysis yields an average “motion to photon” latency of ~ 100ms.

4.2 The Menu

For our study, we implemented a custom radial mid-air menu com-
patible with the Hololens 2 and hand tracking, inspired by the work
from Feld & Weyers [18] (see Figure 1). Initially, the menu appears
as a single orb in mid-air. Selecting this orb (via pinching or tap-
ping) expands sub-menus circularly around it, forming a radial design.
When selecting one of these sub-menus, additional items expand
again. The various sub-menus and their items are all represented
by a 3D object representing their functionality. For example, the
object of a sub-menu for multiple colors could be an orb colored
in rainbow colors, as done later in our evaluation in Section 5. If
the user selects items of the sub-menu, the related functionality gets
executed (see Section 5.3), and the whole menu collapses. In the used
implementation, the menu has two levels. The menu has two levels:
the first with a 15¢m radius and the sub-menus with a 7cm radius. The
expansion and collapse animations last 0.2s each. We gathered these
parameters experimentally through testing. Both audio and visual
feedback accompany selections, with visual feedback tailored to the
interaction method. After the selection, the user can close the menu by
selecting a confirmation object positioned under the main menu orb.

For the tapping method, the selection is made by a simple
tap on the orb sub-menus or items. This selection (indication
and confirmation), akin to intersecting the finger with the virtual
object for selection, mirrors the evaluation of passive haptics for
menus by Zielasko et al. [46]. To visually indicate a successtul
tap, the corresponding 3D objects move 2c¢m along the tap gesture,
mimicking the movement of a traditional button.

With the pinching method, the user selects the orb by grabbing
it with two fingers. When pinched, the menu expands into the
sub-menus, maintaining its position relative to the initial position
of the orb. The user can move the orb while keeping it pinched,
and the menu remains fixed in position. To expand a sub-menu, the
user moves the orb to a sub-menu orb without releasing the pinch.
When the sub-menu is expanded, the user can move the orb to one
of the sub-menu items. When the user releases the orb, the item gets
selected, and its functionality gets executed. After selection, the
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Figure 1: Menu design for the tapping and pinching method.

menu collapses, and the orb returns to its original position. Selecting
the items only via the pinching gesture, therefore only clenching the
fingers, without translating the orb, would counteract the intuitiveness
of the pinching method, as it is a gesture to manipulate objects.

5 [EVALUATION
5.1 Study Design

We used a 2x2 within-subject study design, focusing on two factors:
hand occlusion (on vs. off) and interaction method (pinching vs.
tapping). This leads to the four conditions: Pinch+ (Pinching with
occlusion), Pinch- (Pinching without occlusion), Tap+ (Tapping
with occlusion), and Tap- (Tapping without occlusion). Our study
design is inspired by the work of Zielasko et al. [46], who investigated
the effect of passive haptic feedback on two menu types.

The study tasks comprise a naive search task, as defined by
Bowman [3], for identifying an outstanding object among multiple
other objects and a menu task that requires selecting the attributes
of the outstanding object. The naive search task provides a natural
context [46] of the menu task and rest periods to mitigate possible
effects of arm fatigue [27]. Each participant repeated the combined
task for all four conditions, resulting in a within-subject design.

To investigate all three hypotheses, a way to measure usability
is required. The ISO 9241-11:2018 standard [26] describes that
usability consists of effectiveness, efficiency, and satisfaction and
is, for instance, measured by the System Usability Scale (SUS)
questionnaire [6]. As the SUS yields only a subjective measure, we
complemented the SUS with objective measures using two error rates
(relating to effectiveness) and the measurement of the time-on-task
(relating to efficiency).

5.2 Apparatus & Virtual Environment

The study was conducted in an empty room with a desk and seat
for the participant. We allocated a space of approximately 3.5 m x
4 m for the study tasks (see Section 5.3). As an AR HMD, we used
a Microsoft Hololens 2. The study task was implemented using Unity
2019.4 with MRTK 2.7.0.

In the center of the task space, a virtual white cylinder (r = .4 m,
h=.8 m) was displayed .75 m above the ground, so the participants
could move around the cylinder freely (see Figure 2). The cylinder’s
surface was equally covered with 100 objects, each 5x5x5 cm in size.
All of the objects had the same, randomly chosen shape (capsule,
cylinder, or cube), color (green, orange, purple, or white), and texture
(circles, stars, stripes, or checkered), while one random object had
a different shape, color, and texture to all others.
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To display the menu, the participants had to tap their index fingers
together. The menu appeared 30 cm from the participant towards the
cylinder, positioned at a height between the waist and shoulders to
minimize arm fatigue, as recommended by Hincapié-Ramos [23].
This height was determined using the distance of the Hololens 2 to the
ground and average human body proportions from the DIN-33402-2
standard [15]. Ground detection was enabled by Vuforia image
tracking, utilizing a floor-attached marker. Additionally, the menu
was oriented around its local y-axis towards the user, ensuring ease
of interaction.

5.3 Tasks

Figure 2: Sketch of the task design. The participant identified the
outstanding object (purple, striped cylinder), already selected the
shape and texture (indicated by the black and white striped cylinder),
and is currently selecting the color with the tapping method.

As mentioned above, the task was subdivided into a naive search



task and a menu interaction task to increase external validity and poten-
tially decrease fatigue. In the naive search task, participants identified
an object on the cylinder differing in shape, color, and texture from
others. Therefore, the participant could move around the cylinder
freely by simply walking around it. We replaced the large cloud from
Zielasko et al. [46] with a smaller cylinder, ensuring equal visibility of
all objects without the need for manual checking. Furthermore, due to
the cylinder’s opaqueness, the participants could not see the objects on
the other side of the cylinder and, thus, were forced to walk around the
cylinder physically. This way, each participant had to move the same
distance over each task and could not spot the object without moving.
Additionally, our participants were forced to move physically, in con-
trast to the study by Zielasko et al. [46]. This required more space for
walking, and thus, the limitation of the cylinder’s size was necessary.

After participants identified the outstanding object, they had
to tap their fingertips together to open the menu (see Section 5.2).
Subsequently, they had to select all three attributes of the outstanding
object using the menu. For this study, the sub-menus represent the
shape, color, or texture attributes as selectable items representing the
concrete attributes. Another floating object placed next to the menu
previews the selected attributes to the study participant to provide
feedback regarding the selected attributes. This object can be seen
in Figure 2 as a white cylinder with black stripes, indicating that
the participant already selected the texture (stripes) and the shape
(cylinder) attribute. When the participants selected all attributes, they
needed to confirm their selection by selecting a green checkmark in
the menu. Following confirmation, the cylinder’s objects changed
attributes, a new unique object appeared, and the task restarted. To
standardize the naive search task duration, the attribute order and
unique objects were semi-randomly generated beforehand, ensuring
each participant encountered the same scenarios so that the attributes
did not repeat and were always different from the outstanding object.

5.4 Procedure

Initially, each participant signed an informed consent about collecting
and using the data gathered and answered a few demographic ques-
tions. They were then assigned their first condition, with all conditions
distributed using a balanced Latin square design. Each condition con-
sisted of an introduction, the actual task, and filling out a questionnaire.
The introduction included a video explaining the task and the menu.
Afterward, they could familiarize themselves with the task and the
menu for an unrestricted time. After the participants felt confident han-
dling the menu and the task, they commenced the actual task, repeat-
ing the naive search and menu selection ten times per condition. Upon
completion, they filled out a questionnaire regarding the current con-
dition. After finishing all four conditions, participants were asked to
complete a final questionnaire. The whole procedure took 45-60 min-
utes per participant and was approved by the university ethics board.

5.5 Participants

31 participants voluntarily took part in the study. Beforehand, a
power analysis resulted in a minimum sample size of 20 participants,
with an assumed medium effect size. The participants were recruited
at the university campus and required to have no or a corrected visual
impairment. For their participation, they were compensated with
10€/h. One of the participants was excluded from the analysis due to
technical issues during the study, resulting in a total of 30 participants
(13 female and 17 male, age M =25.63+3.499). 13 (43%) reported
prior experience with AR, 15 (50%) experience with 3D video
games and 13 (43%) with 3DUISs, via simple yes/no questions. All
participants, but one, stated to be right-handed.

5.6 Measures

Three objective measures were recorded during the experiment: menu
time, invalid interactions, and wrong confirms. Menu time tracks the
duration from initial menu interaction to attribute selection confirma-
tion, indicating the efficiency of the menu. The invalid interactions
measure is the ratio of invalid interactions (interactions made by the
participant but not registered by the system) to all interactions (in-
cluding the invalid interactions) per task. Wrong confirms is the total
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number of confirms when at least one attribute was incorrect. Thus, in-
valid interactions represents a technical error rate, possibly caused by
wrong depth perception, and wrong confirms represents a task-related
error rate, possibly caused by usability-related issues. As these mea-
sures characterize the fit of the operation to the actual task, enabling
the user to work with the menu, they indicate the effectiveness of the
menu. The invalid interactions were measured by capturing video
footage of the participant’s interaction with the menu and subsequent
video analysis to quantify incorrect interactions in a second step. In-
valid interactions were quantified via video analysis, with data from
28 of 30 participants due to recording consent. As ten tasks per condi-
tion were conducted, the measurements of these tasks were averaged,
resulting in a single data point for each condition per measure.
Subjective measures included perceived usability and arm fatigue.
Usability was assessed using the “System Usability Scale” (SUS)
questionnaire [6], with a higher SUS score indicating better usability.
Furthermore, arm fatigue was measured using the Borg questionnaire
[2], where a higher score indicates greater fatigue. Participants also
ranked the four conditions by fun and efficiency and rated the subjec-
tive impact of the occlusion latency on a 5-point Likert scale, informed
by alatency definition. Finally, task difficulty was rated on a 5-point
Likert scale, and additional comments about the study were collected.

6 RESULTS

In the following, we summarize the results of our analysis. The
complete inferential statistics are listed in table 1 and are reported as
significant at a significance level of & = .05. The descriptive statistics
are depicted in Figure 3. The raw data can be found in the supplement
material.

For the analysis of H1, both scaled and ordinal variables are an-
alyzed with a two-way ANOVA with repeated measures for multiple
factors. For the post-hoc tests, we apply Dunn tests with Bonferonni
corrections. Ordinal variables with multiple factors are usually
analyzed with a Friedman test, but in contrast to an ANOVA, it does
not allow for an analysis of an interaction effect. However, according
to Norman [36], an ANOVA can also be used for ordinal variables to
analyze an interaction effect. For H2 and H3, the scaled variables are
analyzed with t-tests and the ordinal variables with Wilcoxon tests.
The rankings for efficiency and fun are analyzed using Friedman tests.

Regarding H1, we expect an interaction effect between hand
occlusion and the interaction method, but only the ANOVA of the
SUS-Score reveals a significant interaction effect (p = .007). To
allow for more insights into the found effects of H1, we exploratory
investigate the main effects of the found interaction effect of the
SUS-Score. While we find no main effect of hand occlusion, we
find a main effect of the interaction method for menu time (p =.009)
and invalid interactions (p < .001). For the simple effects of the
interaction effect for SUS-Score, the Dunn tests reveal significant
differences for occlusion (p = .029), pinching (p = .039), and
tapping (p=.023), but none for no occlusion (p=.337).

Regarding H2, we expect that hand occlusion yields higher
usability for both interaction methods and conduct one-tailed
t-tests and Wilcoxon tests between occlusion and no occlusion for
both pinching (H2.1) and tapping (H2.2). Our analysis reveals a
significant difference only between Tap+ and Tap- and only for
wrong confirms (p=.027) and the SUS-Score (p=.011).

In H3, we expect pinching to have higher usability than tapping.
Therefore, we group our results by the interaction method and
perform one-tailed t-tests or Wilcoxon tests. The tests only reveal
a significant difference between pinching and tapping for menu time
(p=.005) and invalid interactions (p < .001).

Furthermore, we measured fatigue, perceived latency of the hand
occlusion, and subjective rankings for efficiency and fun. Neither
the Wilcoxon test for the Borg-scale yields a significant difference
between pinching (M = 1.5 | IRQ =0.5—3.125) and tapping (M =
2,25 | IRQ=1-3.125) with Z(29) = —0.105,p =0.916, nor for the
latency questionnaire between the pinching method (Mdn=3 | IRQ =
2 — 5) and the tapping method (Mdn = 3.5 | IRQ = 2 — 4) with
Z(29) = —1.356, p=0.175. The subjective rankings for efficiency
for Pinch+ (Mdn=3 | IRQ=2—4), Pinch- (Mdn=2|IRQ=1-3),



Menu Time Invalid Interactions | Wrong Confirms SUS-Score
Descriptive Statistics M SD M SD M SD Mdn IOR
Pinch+ 15.57s 3.59s .030 .049 040 0.81 78.750  59.375—85.000
Pinch- 14.50s 3.34s .025 .033 0.37 0.85 81.250  66.250—88.125
Tap+ 16.51s 3.11s 186 .099 0.10  0.40 78.750  74.375-92.500
Tap- 16.80s 5.31s 226 131 047 1.17 75.000  62.500—92.500
Inferential Statistics Statistic P Statistic )4 Statistic P Statistic P
ANOVA F(1,29) F(1,27) F(1,29) F(1,29)
Occ*Method 1.043 316 2.070 162 3379 .076 8.384 .007
Occlusion 0.563 459 1.753 197 2.500  .125 0.408 528
Method 7.823  .009 122.897 <.001 0.946  .339 0.540 468
i T-Test - - - 1(29)
Occlusion — — — -2.303 .029
No Occlusion = = = 0.897 337
Pinching - - — -2.160 .039
Tapping - - - 2.406 .023
H2 T-Test 1(29) 1(27) 1(29) Z(29)
2.1 Pinch+ Pinch- 1.637 944 0.627 732 0.297 616 -1.944 974
2.2 Tap+ Tap- -0.289 .387 -1.424 .083 -2.009 .027 -2.292 .011
m T-Test 1(29) 1(27) 1(29) Z(29)
Pinching  Tapping -2.797  .005 -11.086 <.001 0972  .831 -0.365 715

Table 1: Results of the descriptive and inferential statistical analysis of each hypothesis.
Pinch+ = Pinch with occlusion. Pinch- = Pinch without occlusion. Tap+ = Tapping with occlusion. Tap- = Tapping without occlusion.

Tap+ (Mdn = 2.5 | IRQ = 1 —4), and Tap- (Mdn = 2.5 | IRQ =
1 — 4) show no significant differences by the Friedman test with
2*(3) = 4.440,p = 0.218,N = 30. For the subjective rankings for
fun, the results for Pinch+ (Mdn=3 | IRQ =2 —4), Pinch- (Mdn=
2| IRQ=1-3), Tap+ (Mdn=3 | IRQ=1.75—4), and Tap- (Mdn=
2 | IRQ = 1 — 3.25) also show no significant differences revealed
by the Friedman test with x2(3) =6.600,p = 0.086,N = 30. The
participants rated the task difficulty with Mdn=1 | IRQ=1—1.25.

7 DISCUSSION

In H1, we expect an interaction effect between occlusion and the
interaction method. Our analysis of menu time, invalid interactions,
and wrong confirms revealed no such effect; however, we find a
significant interaction effect in the SUS-Score. Thus, we partially
accept H1. However, the exploratory investigation of the simple
effect of the SUS-Score indicates a cross-over interaction against
our expectations. As seen in Figure 3, occlusion seems to affect the
SUS-Score for pinching negatively but positively for tapping.

We find the same effect in the analysis of H2, where we expect
a positive effect of occlusion for pinching (H2.1) and tapping
(H2.2). Similar to the first hypothesis, only the analysis of the
SUS-Score yields significant results. The tests comparing Tap+ and
Tap- indicated a positive effect of occlusion for fapping, leading to
a partial acceptance of H2.2. However, the tests between Pinch+ and
Pinch- did not show a positive effect for pinching, and the negative
test statistic suggests a negative impact of occlusion for pinching.
This is confirmed by the post hoc test of the simple effects of H1 and,
thus, leads to a rejection of H2.1. As for an acceptance of H2, both
H2.1 and H2.2 have to be accepted, we reject H2.

As these findings contradict our expectations of both the interac-
tion effect between occlusion and the interaction method and the main
effect of occlusion, we analyzed our data for unexpected side effects
interfering with the effect of occlusion and the interaction method.
Considering participants’ comments from the post-questionnaire,
we suspect the model-based occlusion approach caused interfering
effects. Indeed, four participants explicitly stated that they found
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it cumbersome and irritating when part of the menu was occluded.
This problem of unintentional occlusion, already acknowledged
in previous studies [5, 1], affected pinching more adversely than
tapping, according to our participants. This could have been a factor
that led to the negative effect of occlusion on pinching.

An additional influential side effect could have been the level
of acceptance for the occlusion. While 8 participants found the
occlusion helpful for depth perception, 17 considered it irritating
and unhelpful. This discrepancy suggests that not all participants
perceived our model-based implementation as an “occlusion” but
as a “shadow”. Based on our observations and comments from the
participants, we identified two technical issues that could have caused
this low level of acceptance: Latency and the missing accommodative
focus cue. The latency causes the model-based hand occlusion to
lag behind the users’ real hands, causing an offset of the occlusion
while moving. The results of the latency question substantiate this
issue. The lack of an accommodative focus cue, due to the fixed
2.0m focal distance of the Hololens 2 [38], resulted in a discrepancy
in focus between real hands and the virtual model. This mismatch
causes the occlusion to appear out of focus when the user is focusing
on the user’s real hands, which potentially causes irritations. Notably,
participants did not undergo Hololens 2’s eye-tracking calibration
for interpupillary distance, and we did not screen for stereo blindness,
strong eye dominance, or impaired visual acuity, limiting our
understanding of these side effects. However, we do not find any
indication that this effect had a different effect on pinching than on
tapping and, thus, may have influenced the overall effect of occlusion
but did not lead to the crossed interaction effect.

For H3, we expect higher usability for pinching compared to
tapping. Our results indicate faster completion and fewer invalid
interactions with pinching, supporting the hypothesis and leading to a
partial acceptance of H3. However, this might be due to implemen-
tation issues with tapping rather than an inherently higher usability
of pinching. On average, participants made 0.3 invalid tapping ges-
tures for every valid tapping gesture and only 0.09 invalid pinching
gestures for every valid pinching gesture. As some participants stated
that the fapping was only registered when the gesture was performed
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Figure 3: Descriptive analysis of four measures (top row) and the analysis of the interaction effect of the four measures (bottom row)

slowly, we expect this to be caused by the latency of the hand-tracking.
This suggests that hand-tracking latency may have disproportionately
impacted tapping, even if this is not captured by the latency question-
naire. However, the overall median of Mdn =3.5| IRQ =2—4.5
indicates that the latency of our model-based hand occlusion was
perceived negatively by the participants. Despite these findings, the
analysis of the SUS score reveals no significant difference between
the two methods. Considering invalid interactions as a technical error
rate and wrong confirms as a task-related error rate, the non-significant
t-test for wrong confirms implies that pinching’s advantage in invalid
interactions might be technically driven. Further, the results of the
Borg-scale indicate with Mdn = 2.25 | IRQ = 0.84 — 3 no major
effect of arm fatigue. Regarding the significantly higher menu time
for tapping, we assume that the higher count of overall interactions for
tapping, due to the higher invalid interactions, also causes the higher
menu time. To back this, we analyzed the videos and comments left by
the participants and can not identify any other possible effect that may
have had an impact on menu time. Thus, the higher menu time presum-
ably results from the same technical issues as the invalid interactions.

The comments left by the participants indicate that the usability
of these two methods comes down to personal preference. Both
methods were positively annotated by adjectives like “intuitive”,
“easy”, “fast”, “precise”, “fun”, and “familiar”, and negatively
annotated like “imprecise”, “tiring”, and “laborious”. This is also
supported by the subjective rankings for efficiency and fun in the
post-questionnaire. Neither the SUS Score, comments, nor rankings
reveal a favorite interaction method. Therefore, we found indications
for high usability for both interaction methods and that the differences
stem from the issues of the tapping implementation.

8 CONCLUSION

In this work, we first implemented a model-based hand occlusion
and then investigated the effect of this occlusion on usability in
mid-air interaction by comparing two interaction methods. We
found a cross-over interaction effect for the SUS-Score and a positive
impact of occlusion on tapping on the SUS-Score and menu time
but a negative impact on pinching. When examining our results
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closer, we found two possible variables, unintentional occlusion and
acceptance of occlusion, which may have interfered with the actual
effects and contributed to the analysis of how to account for these
variables. Further, we found an effect for the interaction method: the
pinching method has higher usability than the fapping method, which,
however, seemed to be caused mainly by technical issues. Based on
these observations, we discussed that there was no preference for
either interaction method regarding usability.
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